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Abstraet

This paper examines whether location in strong industrial clusters translates into a
higher probability of innovating. A finn-level analysis of the UK and ltaly is perfonned.
Innovative activities of finns (European patent data for 1988-98) are related to regional
employrnent, other c1uster-specific and finn-specific variables. Clustering per se does not
explain all of a finn's innovative perfonnance. While location in a cluster densely populated by
innovative finns positively affects the likelihood of innovating, strong disadvantages arise frorn
the presence of non-innovative finns, both in o\Vn and other sectors industries. Finns'
innovative persistence and the regional knowledge stock are also important.
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1. Introduction

The late 1980s, and even more so the 1990s, have witnessed a resurgence of interest

in the economics of industrial c1ustering. While initially fuelled by the popularisation of a

number of success stories of regional and urban boom or revitalisation (Porter, 1998), this

new wave of studies has increasingly focused upon a number of theoretical as well as

methodological issues. In particular, intemational trade, growth and industrial economists have

resurrected MarshaIl's (1920) traditional list of agglomeration forces rediscovering what urban

and regional economists have long taken for f,rranted,and applied more sophisticated and

rigorous (mainstream) modelling tools.

The observation that innovative activities are strongly geobrraphicaIly agglomerated

both in Europe (Cániels, 1999; Breschi, 1999) and the US (Jaffe, 1989; Feldman, 1994;

Audretsch and Feldman, 1996) has thus led many researchers to investigate the Iikely causes

ofthis phenomenon. The literature on national and regional systems ofinnovation has stressed

the role of public authorities as providers of resources and institutions that spur or support

firrns' innovative effort, and provided some evidence on the role of specialised suppliers and

skilled labour as sources from which originates a continuous flow of incremental innovations

(Nelson, 1993; HowelIs, 1999). The force that has attracted most research eftorts and

dominated much of the debate among economists is, hmvever, related to the notion of

knowledge extemalities and spillovers. Spurred by the theoretical advances in new b1fO\\1h

economics (Romer, 1986: Lucas, 1988), industrial economists have identified the source of

agglomeration of innovative activities in the existence and effects of geographically localised

knowledge extemalities. Starting from the result that finns' innovative efforts do not proceed in



isolation; but are supported by external sources of knowledge (Kline and Rosenberg, 1986;

Dosi, 1988), it has been argued that firrns which are located c10se to these sources will enjoy

relative advantages over more distant firms and consequently tend to have a higher innovative

performance. The reason for this advantage must be searched in the properties of knowledge

relevant to tirms' innovative activities (Winter, 1987). As a matter of fact, this knowledge is

largely tacit, uncodified and informal, and both the transmission and the acquisition of

knowledge is therefore affected by the geographical proximity of agents. A parallel empirical

literature has also flourished, trying to measure kl10wledge spillovers, assess the extent of their

localisation, and evaluating their impact on regional innovative performance (Jaffe el al., 1993;

Audretsch and Feldman, 1999; Kelly and Hageman, 1999).

Despite this widespread enthusiasm, a tew authors have nevertheless guarded against

the risk. of over-emphasising the concept of k.nowledge spillovers and the importance of

unbounded increasing returns. After al!, the production of goods and innovations is not

concentrated in a single location. Any meaningful model of economic geography must therefore

recognise the tension between torees that tend to promote geographical concentration

(centripetal) and those that tend to oppose it (centrifugal) (Kruf:,TJ11an,1998). Moreover, the

emphasis upon pure kno\vledge externalities also leads to something that looks too much Iike

the tautological argurnent that agglomeration takes place because of agglomeration economies.

The workings of a larger set of eftects should be considered in models of economic

geobrraphy.

Building upon this stream of Iiterature, the purpose of this paper is then to examine

empirical1yin \vhat sense and to what extent 'clustering' is real1ybeneficial to firms' innovative



activities. A geographical cluster is here defined as a strong collection of related companies

located in a relatively sma11geographical area. The paper follows the methodology used in a

number of earlier studies (Swann and Prevezer 1996; Swann el al., 1998, Baptista and

Swann, 1998). These have modelled firms' entry, b'Towthrates and innovation as a function of

the strength ofthe cluster in which they are located, and explored whether strong clusters tend

to attract a disproportionate number of new start-up finns, and are responsible for a dis-

proportionate share of innovations. These earlier studies reached a number of important

conclusions, notably that firms located in c1ustersthat were strong in their own industry tended

to grow taster, and to introduce a greater number of innovations than more isolated tirms. On

the contrary, finns in clusters that were strong in other industries did not grow faster, and

presented lower propensities to introduce innovations, thus indicating the existence of some

kind of congestion effects related to the spatial concentration of many firms in a diversity of

industries. The conclusions ofthese studies, however, relate only to a restricted b'TOUPofhigh-

technolob'Yindustries, and to the UK and US: they may not be appropriate in a \\ider conte\.1

and in other countries. The purpose of this study is then to explore the sarne hypotheses, and

to assess the ex1ent to which they carry over to other industries and other countries.

The objective of this paper is therefore to determine whether firms located in strong

c1usters (using regional employment as a measure of the cluster strength) are more likely to

innovatc than other finns. This \vill be pursued by perlorming a tirm-Ievel analysis of patent

counts for the manufacturing sectors in Italy and the UK.

The paper is organised as follows. Section 2 reviews the main theoretical arguments as

to why firms located in clusters may be more innovative. Section 3 provides a description of



the datasources and the empirical approach adopted in this study, while Section 4 summarises

the econometric approach used. Section 5 reports estimation results. Finally, section 6

discusses the significance and interpretation of our results.

2. Theoretical background

This section reviews the theoretical arguments tound in the literature which support the

hypothesis that location in a strong industrial c1usters enhances finns' innovative performance.

Factors limiting the spatial clustering ofinnovative firms are also considered, as well as sources

of industry and national variation in spatial pattems of innovation.

2./ Forces /eading lo fhe agg!omerafion ofinnovative activifies

In general terms, the benefits that lead to clustering can be divided into demand and

supply sides (Swann, 1998). On the demand side, finns may cluster to take advantage of

strong local demand, particlllarly that deri\ ing from related industries. Moreover, consumer

search costs and demonstration eftects arising from the observation of successtlil tlnns at a

particular location might also be important detenninants of agglomeration. In the realm of

innovation, it has a1so been pointed out that customers represent important sources of new

idea,>and that a continuous tlow of incremental innovations is generated through the localised

llser-supplier interaction (von Hippel, 1988; Lundvall, 1993).

The most relevant benefits from c1usteringfor firms' innovative activities, howeveL are

likely to ori,brinateon the supply side. A localised industry can support a greater number of

specialised local suppliers of industry-specific intermediate inputs and services, thus obtaining a

!;.'Teatervariety at a lower cost. Furthennore, a localised industry attracts and creates a pool of



specialised workers with similar skilis, which benefits both the workers and their employers,

smoothing the etfects of the business cycle through the etfects of increasing numbers (David

and Rosenbloom, 1990).

The most fundamental supply side extemality, however, is related to knowledge, and

particularly to k-nowledge spilIovers. In the pursuit of innovation, firms are not isolated, but

they are embedded in networks of relationships with users, suppliers, competitors, universities,

public research centres, and other public and prívate institutions (Kline and Rosenberg, 1986;

Nelson, 1993). These agents are repositoríes of scientifíc, technical as well as market

kllowledge, which is a vital input for the success of a finn's innovative etfort by reducing the

degree of technical and commercial uncertainty and facilitating problem-solving tasks. These

networks of innovators are often highly localised, because geographical and cultural proximity

helps to build the codes of communication, social norrns, institutions and trust, which are

essential to generate smooth and effective tlo\Vs and exchanges of knowledge among agents

(Storper, 1992; Freeman, 1991).1

In addition, geographical proximity also plays a fundamental role in mediating the

diífusion and acquisition of knowledge spillovers, i.e. positive extemalities of technical and

scientific discoveríes on the productivity of fmns which neither made the discovery themselves

nor licensed its use from the holder of intellectual property ríghts. The classic story states that

by being near to universities, where leading-edge research is carried out, and to other

1 Alternatively, one can also argue that proximity matters because there is a high probability that initial

bUSiness contacts wdl be establ!shed in the local environment. and that these initial contacts will develop

into a strong local network.



innovative firms, employees of local firms wil! hear of important discoveries first and thus be

able to utilise them before others are even aware of their existence. Furthermore, the reason

ge061faphical distance is likely to reduce the ability to receive relevant knowledge has to be

found in the nature of knowledge that leaks out of universities and firms. In this respect, a

distinction is normally made between informa/ion, which can be easily codified and has a

sin6JUlarmeaning and interpretation, and knowledge, which is more vague, difficult to codif)·,

and often only serendipitously recognised. While the former can be transmitted at low

(marginal) cost over long distances, the latter is best transmitted via tace-to-tace interactions

and through frequent and repeated contacts, al! of which are most efliciently managed within

local proximity (Audretsch, 1998). This implies that inventors and firms operating in a specific

industry and located c10se to each other will be more innovative than those who are

ge061faphicalIy isolated because of the 61feater likelihood of sharing tacít knowledge and ha\~ng

access to the scientific discoveries at local universities and public research centres. A vast

empírical literature ha" de\ eloped in recent years to test this hypothesis (Jaffe, 1989; Jaffe el

al., 1993; Feldman, 1994: Audretsch and Feldman, 1996, 1999; Mansfield, 1995). The most

important result of this empírical effort has been to show the existence of a statistically

significant eftect on a firm's innovative record ofbeing near great universities and other sources

of scientific discovery.

A further supply-side advantage from clustering is related to the imJX)rtance of lear-

ning-by-doing and learning-by-using (Malerba, 1992). The larger the industrial size of a

cluster, the higher the opJX)rtunities and the stimuli to experiment \vith new techniques, because

ofthe technological hofllenecks arising in existing productions and the interdependent nature



oftechnical improvements (techno!ogical convergence). This means that workers can leam

how to produce, use, as well as improve goods and machinety by solving production

problems, meeting customers' needs, and overcoming technical unbalances (Pred, 1966).2

Moreover, location in a large cluster will also ¡ncrease the likelihood of acquiring information

on new techniques and thus stimulate leaming-by-imitating and leaming-by-adopting.

Finally, any advantage from clustering is likely to become cumulative and self-rein-

torcing (Arthur, 1990). The reason is that tirms' current technological eftorts strongly depend

and build upon previous scientific advances and technical achievements. Innovarion is a highly

curnulative activity. This implies that firms located in regions which have accwnulated high

levels of innovative success and possess a relevant stock of knowledge will be relatively

advantaged in the next round of innovations compared to other firrns. In other words, what

matters more for firms' innovative activities is not only (and not much) the current scale or size

of an industry in a briven area, but the accumulated stock of knowledge. Regions that tirst

emerge as centres of innovative activity in a certain industry tend 10 maintain their advantage

over time. Again, this is not an entirely ne\v idea. As Thompson (1962, p.260) \\Tote some

time ago: "The proposition that the production centers of an industty are also its research

centers seems plausible, at least on first blush. The reasoning here is that new products and

techniques are largely spa\\ned by persons who work for or are otherwise closely associated

\\ ith the industry most closely linked with the particular idea or device. To the extent that this is

~A related theory argues that regions where an industry is experiencing new investment or rapid gro\\-1h in

production wi 11tend to generate higher ¡evels of inventive activity, because of higher opportuntties or

pressures in such regions to experiment with new techniques (Pred. 1971).



so, a substantial, persistent, and even cumulative advantage would accrue to any region which

gained a head start in a particular industry; perhaps technological differentials tend to widen -

the rich grow richer".

2.2 Is c1uslering always beneficial lofirms' innovalive activities?

A common element of these explanations for the clustering of innovations is that the

geographic loeation of inventive activities in an industry is a function of the location of

production in that specific industry as well as in related industries. Out of the enthusiastic

chorus tor localised knowledge spillovers and increasing retums, a few authors have recently

pointed out the disadvantages involved by locating in a geographieal cluster.3 Many of these

disadvantages are likely to be generic rather than sector-specific. Thus, a company located in

the centre of a metropolitan area faces higher property rentals and labour costs than a more

isolated firmo

Some congestion eftects or external diseconomies are likely to arise on the demand

side. Increased loeal competition in output markets may result in lower profit margins, thereby

reducing the amount of resources devoted to R&D. More importantly, greater physical

isolation from other producers also entails more limited obligations and weaker relational ties,

which under certain ctrcumstances may induce higher tlexibility and responsiveness to technical

and organisational changes (Suarez-Villa and Walrod, 1997). In other words, location in a

:1 One could also question the relative importance of 'pure' versus 'pecuniary' knowledge externalities, as

an agglomeration force. For a critical reVlew of the recent hterature on locahsed knowledge spillovers, see

Breschl and Llssoni (2000).



cluster may lead to technologicallock-ins and resistance to innovation to the extent that firms'

locational choices reflect the search for cheap material inputs and other non innovation-related

motives.

On the supply side, it has been emphasised that networks of innovators are not neces-

sarily bounded by geographical proximity (Echeverri-Carroll and Brennan, 1999). The

innovation process is likely to involve both local and global intluences, and the relative

importance of these influerres varies accordingly to the stage of the innovation process. Global

networks tend to be relevant tor the conception and the commercialisation ol' new products,

whereas the development work involves mainly localised sources of knowledge. In particular,

the most dynamic and innovative firms look for knowledge embodied in engineers and

scientists, wherever they are available, and not necessarily constrained in this by geographical

barriers. Moreover, local knowledge sources are probably less important tor firms located in

lower-order regions, i.e. areas with a relatively small accumulation of knowledge. For these

finns, local universities are vie\ved as suppliers of skilled \Vorkforce, rather than loci of

innovations, sources of product ideas or spillover e1fects. In order to sustain high rates of

innovation they must develop linkages with actors (universities and other high-tech tirms)

located in higher-order regions (Lyons, 1995).

From a difierent perspective, Baptista and S\vann (1998) and Beaudry (2000) have

convincingly sho\\n that whereas strong cluster employment in a finn's o\\n sector significantly

improves innovative capabilities, higher levels of employment in other industries can entail

negative effects on a firm's innovative performance, thus providing evidence ofmild congestion

dlects on the supply side.



In general, it must be pointed out that the concentration of firms and production in a

certain 10cationper se is not a sufficient condition to determine high rates of innovative activity.

As Lamoreau.x and Sokoloff (1997) have quite persuasively sho\\<TI,inventive activity will tend

to concentrate in locations where invention rates had long been high and where a markel for

technology has evolved more fulIy, irrespective of the share of industry production. In this

respect, an important role is played by those 'bridging' institutions that provide informatíon

about technological opportunities and mediate relations among inventors, suppliers, and those

who would commercially develop or exploit new technologies. This implies also that industries

may move across regional and national borders without a corresponding relocation of inventive

activity. Inventive activity is more 'sticky' than production, possibly because the richness of

generic technological know-how in higher-order regions serves as an effective substitute for

specific knowledge and allows to find new applications across a wide range o1'industries.

2.3 :";ec/oral Lllld Ilationul.\pecijici/ies

The stren6rthof adyantages and disadvantages from c1lL'~tering,as well as the balance

between these forces, is Iikely to vary among industrial sectors. In this respect, there are nvo

distinct approaches to discuss.

First, as the recent literature on ne\v growth economics has recognised, nyo types ol'

localised knowledge extemalities are at \vork (Glaeser e/ a1., 1992), On the one hand, some

of the advantages from clustering arise from industry specialisation. This happens whencver

knowledge extemalities exist, but are limited to firms within the same industry. This type 01'

effect has been termed Marshall-Arrow-Romer (MAR) extemalities or localisalion



economies. The implication of MAR extemalities is that concentration of an indusUy in a

Iocation wiII induce higher IeveIs ofknowledge spiIIovers and therefore facilitate innovation. On

the other hand, some externaI economies arise from diversity or variety between

complementary industries. Firms in a certain industry can benefit from innovative ideas, ski11s,

know-how and hwnan capital originating from difierent, but somehow related industries. This

type of effect has been tenned Jacobs or urbunisatio/l economies (Jacobs, 1969). The

implication of this hypothesis is that ret,rionsthat exhibit a broad and diversified industrial base

wiII also promote firms' innovative activities. At the empirical leveI, the relative importance of

specialisation versus diversity tor firms' innovative activities has been recently addressed by

Audretsch and Feldman (1999). They reach the concIusion that diversity matters more than

specialisation..¡

A second line of research is associated to the concept of technologicul regime. Ac-

cording to this approach, industries \videly difier in tenns of sectoral patterns of innovative

activitv and underlying properties of technologies used. In particular, the conditions of

~In our view, the empirical verification ofthe specialisation hypothesis has incurred some problems of

misspecification and generated some confusion. The hypothesis is usually verified by using a relative

index - such as the location quotient defined as the share of employment of industry ¡in regionj divided

by the share of employment of the same industry in the country - ,,¡thout controlling for the size of the

industry ¡itself in regionj This methodology neglects the fact that a relativel\" small region can be highly

specialised in industry i. to the extent that a large share o[\vorkers in regionj are employed in induso'y i.

even though the absolute size ofthe industry is much smaller than in another region, which is not

specialIsed in that industry. \Ve suspect that the lack of any significant effect between specialisatlOn and

innovative performance may be due to the failure to control for this effect.



technological opportunity, appropriability and cumulativeness of technical advances, and the

properties of the k,llowledge base, differ across industrial sectors, thus determining different

pattems of innovation (Breschi, Malerba and Orsenigo, 2000). Moreover, the basic features

defining a technological regime are also Iikely to have a spatial dimension and thereby have

consequences for the geographical distribution of innovative activities (Breschi, 2000). If

technological opportunities affect the rate of innovation, then the spatial location of innovators

wiII be affected by the location of such opportunities (universities, public research centres,

users, suppliers) and by the nature of the relevant knowledge base. The latter determines how

information about scientitic discoveries and new technologies is transmitted betvveen agents

and therefore defines the spatial boundaries within which this transmission can effectively take

place. Broadly speaking, the more the knowledge base is tacit and non-codifiable, the higher

the spatial concentration of innovators one can expect. This type of knowledge is better

transmitted through informal means and interpersonal contacts, whose effectiveness sharply

decreases \\ith the geo!:,1faphicaldistance between agents.5 Conversely, the more coditied,

simple and independent is the relevant k,llowledge base in a sector, the less important is the

role of geographical distance in mediating knowledge flows. Appropriability and cumula-

tiveness conditions also aft-ect the spatial distribution of innovators. Industries with a higher

level of appropriability and cumulativeness at the firm level \\ill also be associated \\ith strong

, The fraction of knowledge base that is tacit and non-codifiable is especially high for industries and

technologies that are in the early stages of their life-cycle, when knowledge is still highly complex and

ever-changing. However, the importance oftacit know-how can be high also in relatively mature industries

(e.g. mechanical engineering), where the innovation process involves idiosyncratic capabilities to 'design'

products that fit customers' specific requirements.



producrion and innovarion, and the actual workings of agglomeration economies. Thus, tor

.. selective pressures, since in these circumstances, technological leaders are more likely to

innovate further and keep their comperitive advantage. This implies that a re1ative1yhigh level

of sectoral concentration can be expected and therefore, with a lower number of firrns,

geographical concentration of innovative activities is also more likely to emerge.

Finally, one can expect that the industrial structure, insritutional system and history of

industrial deve10pment of each country wiII affect in fundamental ways the spatial distribution of

example, the post-war history of industrialisation explains an important part of the current

spatial distriburion of innovarive acriviries in ltaly. Similarly, industrial policies adopted in the

UK during the 1970s and the 1980s are largely responsible for the relocation of most

innovarive acrivities in the South-East.

3. Data and empirical approach

This paper combines three sources of data: patent data, company data, and regional

emp10yment data. These three sources of data, the specific issues associated \\ith their mergeL

and the variables built tTomthem are examined in detail belovv.

3. J J)u!a sources

The tirst set of data used in this study is the EPO-CESPRt database which provides

inforrnation on patent applications to the European Patent Office (EPO) since 1978 to 1998 of

(,Center for Research on Internationalisation, Bocconi University, Milan.



(
finns from two countries: Italy and the UK.7 For each patent document, the EPO-CESPRI

database contains infonnation on: (i) the name and the address of the patenting finn; (ii) the

date offiling to the EPO; (iii) the technologicaI field which \VaS assigned by patent examiners.8

For this study, the patenting finn's address reported in the patent document has been used to

locate it in space. As far as the spatial unit observation is concerned, Nomenclalure (~l

,,,'ta/is/ical Terri/orial Uni/s (NUTS) leve) 3 regions have been adopted here. According to

the definition provided by the European Office of Statistics (Eurostat), this level referred in

1991 to 65 counties for the UK and 95 provinces for ltaly. lt is recoí,rnisedthat the use ofthe

applicant' s address to locate patents in space is not entirely satisfactory due to the \videly

diffused practice of finns' headquarters to patent inventions \vhich have been originally

deveIoped by divisions and manufacture establishments Iocated in difierent regions.'J

. The EPO-CESPRI database also contains data for Germany, France, Japan and LJnited States These

countries ha ve not been consldered lJ1the present anal~'sls beca use of time and budget constralOts. but

are in the pipeline for future research. Please note also that the processing of UK patent data to 1998 \\as

not completed in time for this study and the data stops In 1994 for thls Coumry

1> The EPO-CESPRI database has been constructed at the leyel oflndividual firms and institutions Firms

that are part of business groups have been treated in the present analysis as individual companies In case

of co-patenting, each co-patentee has been credited the patent. Individual inventors have been excl uded

from the dataset. Overall, the EPO-CESPRI database includes 39,582 patents and 7,121 firms for the UK.

and 25,058 patents and 6.265 firms for Italy

.,Only in few cases the appIJcant name reported In patent documents refers to manutacture dlvlsions or

establishments where the 10\ ention has originated An alternative approach, which has been followed 10

the empiricalliterature, is to use the inventors' address, instead ofapplicant's address Despite the

speclfic problems associated with this approach, we decided to adopt the applicant's address beca use the



Particularly, this approach can lead to an over-estimation ofthe volume ofinnovative activities

carried out in large rnetropolitan areas within each country, where rnost headquarters are

located. While this problern is not easy to solve, there is a number of reasons that can help to

rnitigate the resulting bias. 1 () First of all, misattributions of patents to the company headquarters

cluster rather than another cluster are likely to be most serious only in the case of larger firms

(which, however, are a rninority in this database) and in certain industries, where multi-plant

firms are important. Second it has been shO\vnthat many large firms tend to locate their R&D

facilities c10se to company headquarters and do not disperse them throughout the corporation

(Howells, 1984, 1990). This implies that as long as a greater proportion of patents can be

effectively considered as flowing from basic and applied research activities (i.e. frorn R&D

laboratories), then the extent of the distortion is likely to be further lessened. Third, it can also

be argued that any potential innovation has to pass through the company headquarters before

it is patented (e.g. through internal mobility of researchers), so that some kind 01' knowledge

spillover is likely to benefit the company headquarters even if the invention has been originally

developed elsewhere.

central question of our stlldy is whether firms localed in strong clllsters are more likely to innovate than

firms outside these regions.

¡O If headquarters tend to be located in stronger clusters than other dlvisions and establishments of the

company, then any misattributlOn of patents to the company headquarters cluster can lead to an upward

bias in the effect of cluster employment on the probability of patentlng. However, for the reasons given In

the te x!. it is probable that this bias is not particularly large



The advantages and limitations of patent indicators are well known so we will not

review them here.I 1 We just point out that, although not perfect, patents represent an

extremely valuable source of data for the spatial analysis of innovative activities. First, by

containing the address of the inventing firm, they permit to map the spatial structure of

technologicaI activities at a level of geo!:,1faphicaldetail that no other indicator to date has been

able to provide. Second, patents represent a very homogeneous measure of technological

novelty, are available for long time series, and provide very detailed data at the firm level,

which make them suitable for comparing the innovative activities of firms located in clusters of

difierent eountries.

The second set of data used in this paper is company information. Two commercial

company databases were used to extraet eompany economie data: Dun and Bradstreet' s

OneSource UK vol. J wzd 2 for the UK and Bureau Van Dijk's A/lJA tor ltaly.12 Three

categories of company information \Vereconsidered for this study: firm size, primary sector of

11 For a recent discussion on the use of patents as economic indicator see Griliches (1991 ).

12 It is important to note that both databases include a sample of all manufacturing companies active in

each country. AIDA provides balance sheet data ofall Italian companies with an annual turno ver higher

than 2 million Euros. and of a significant proportion of companies with an annual turnover higher than 1.5

lllIllion Euros. Overal!. the release ofA[/)..! used for this study (28, June 1998) contained economlC informa-

tion for 48.216 manufacturing firms. OneSource liK mI. 1 & 2 (release of September 1996) on the other

hand, provides very detailed data on 360,000 UK companies, but applies a more comphcated cut off pomt

to choose which firms to include. In total. llK rol. 1 & 2 provide information on 60,306 manufacturing

firms



activity and region.13 Firrn size was measured as the number of employees in year 1996.14

Each company was assigned, accordíng to its main activity, to one industry sector, each

correspondíng to a two-digit UK Standard Industry Classificatiun (SIC) (1980 Rev.)

industry for the UK, and to a two-digit Nomenclature of l:'conomic Activities in Ihe

Huropean Community (NACE) (Rev. 1) industry tor ltaly. For the present study, we

considered 15 manufacturing sectors for the UK and 17 manufacturíng sectors for Italy. Note

that it was necessal)' to aggregate up to the two-digit level since a large proportion of Italian

companies in A1DA were classified at this level. The list of industries considered in this study

and a correspondence benveen the two industry classitications is reported in the appendix (see

Table Al). FinalIy, for each company, the NUTS 3 level regíon in which its headquarters are

located was also identified.

The third set of data used in trus paper is the employment by NUTS 3 level rebTÍonfor

the UK and ltaly. These data are provided by the Central .\'Iulisll("ol qfJice (CSO) for the

UK and by [sIituto Na::ionule di ";talistica (1STAT) for ltaly, and refer to the 1991 census.

For the present study, regional employment data at the nvo-digit UK SIe (1980 Rev.) level

tor the UK and at the nvo-digit NACE (Rev. 1) level tor ltaly were used.

u In addition lo these. a fourth category of information, onJy avaiJabJe for the UK, refers to lhe status of

the company, and whether it f¡[es consol idated accounts.

I~ Of course, the current set-up of data can imply a simultaneous relationship between patents and

companyemployment. Also note that by choosing compames for which firm employment w-asavailable,

lhe sample is reduced by less than halffor the UK



3.2 lJatabases merger

In addition to the specific problems associated with each database, some important

issues appeared while merging the three databases. In a first instance, we had to match the

EPO-CESPRI database containing the names of patenting companies with the business

databases OneSource l/K and AIlJA, containing economic infonnation on companies. We

successfulIy found economic data for 1,091 patenting firms for the UK, and 2,616 patenting

finns for Italy. This corresponds to 7,905 patent applications for the UK and 12,142 for

Italv 15- .

Our final sample includes 23,872 and 37,724 manufacturing firms for the UK and ltaly

respectively. Please note that the vast majority ofthese firms did not patent (see Table 1). The

proportion of firms with no patenting activity is higher in the UK (95.4%) than in ltaly

(93.1%). Moreover, Italy also shows (in this sample) a higher proportion of firms with one or

two patents compared \vith the UK.

IPlace Table 1appl'oximately hel'el

15 In percentage terms, we found economic data for 27.4% of all firms that obtained patents in the period

1988-94 for the UK and 52.70,0 of all finns that obtained patents in the period 1988-98 for ltaly. This

corresponds to 42.0% of all patent applications for the UK and 656%) for ltalv. over the same periods of

time. The merger of the two databases was carried out manually and presented several difficulties that

partly explain the relatively low matching ratio First. there was no common pattern in naming companies

across databases. Second. the number offirms included in company databases is limited and consequently

many small Ínnov·ative compames are simply not reported 10 these databases. Third, patenting fIflTIStha!

haH' ceased to exist are not reported either and therefore cannot be matched.



· .

Another important issue concerns the technolobl)' classifícation of patents. Indeed, al!

patent documents are assigned by patent examiners of the EPO according to one main

classification code ol'the Inlernational Palent Classijlcation (IPC).lti lt is important to note

that these technolobl)' codes do not correspond directly to any UK SIC or NACE industry

codesoFor this reason, in this paper we sum up all patents ol' each company into a single vaIue

as a first approximation and ignore the distinction ol' patents into technological fields as wel! as

the possible correspondence between technolobl)' fields and industry codes.17 In what [o11ows,

however, \ve will include as an explanatory variable the extent of technological diversification

of each cluster. For this purpose, \Ve have used a classification ol' IPC codes into 30

technology fields proposed by Fraunhofer Gese11schaft-ISI(Karlsruhe).ls

3.3 Variahle definitions and descriptive statistics

The variables used for the subsequent econometric analysis are described in Table A2

in appendix. At this stage, it is important to fOCllS on the variables that represent regional

(cluster) industrial strength. FollO\ving Baptista and Swann (1998), Swann and Prevezer

(1996), Swann (1998) and Beaudry el al. (2000), this \Vas measured by the logarithm of

sector employment in a firm's 0\'vTI industry (OWNEMP) and employment in other industries

16 The [pe is an internationally agreed, non-overlapping and comprehensive patent classification system.

Currently. the [PC (6th ed.) refers to almost 60.000 individual codes (12-digits) and it may be used at dif-

ferent hierarchlcal levels (\VIPO. 1994).

le lt is extremely dit1icult to evaluate the technological fields that should be counted as being related to the

malO sector of activity of a firmo to a secondary sector of acti\·ity or not related at all.

18 A version of the classification is reported in OECD (1994).
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(OTHEMP). The main rationale tor doing this is that, if the arguments of c1uster-specifíc

knowledge spillovers (i.e. localisation and agglomeration extemalities) are true, then there must

be a positive relationship between a fírrn's innovation output and the scale of industries in the

cluster or region. A relative measure, such as the proportion of sector employment in the

region's total employment, would not serve our purpose as well, by neglecting the tact that a

given re!:,rlonmight represent a strong cluster in a certain industry, even if this industry accounts

for a negligible share of the region' s overall range of activities.

At the same time, it is quite reasonable to argue that not all employees generate equal

spi11overs. In particular, one can assume that the employees of innovative companies are Iikely

to generate higher levels of. as well as better quality, knowledge spillovers than the employees

of non-innovative companies. Following this argument, we distin!:,JUishedbetween employment

of innovative fírms (defined as those firrns that obtained patents in the period 1978-98)

(OWNINN) and employment of non-innovative firrns (OWNNOINN) in a firrn's 0\\11

industry (see Table A2). Similarly, \ve distinguished between employment of innovative finns

(OTHINN) and employment ofnon-innovative fírms (OTHNOINN) in other industries.

4. Econometric approach

The dependent variable in the model is the total number of patents produced by finn 11,

active in industry i and located in cluster e, over the period 1988-94 for the UK and 1988-98

for Italy (lNNOVll). Because this is a Iimited dependent count variable, where the large

majority of observations is zero (see Table 1), a simple ordinary least-squares regression

analvsis would vield biased results. For this reason_ this studv focuses on the familv of linear.." '"" ..



exponential models, such as the Poisson (Hausman el al., 1984; Crepon and Duguet, 1997)

and the negative binomial regression models, that are more appropriate for count data

19(Greene, 1997, Hausman el al., 1984).

The specification of the model follows quite cJosely that used by Baptista and Swann

(1998) and S\Vann and Prevezer (1996). The right-hand side of the model includes, besides

the variables measuring regional (cluster) industrial strength, a variable related to firm size

(CIEEMP)20. Even tough the empirical evidence on the impact of firm size on innovation

perfonnance has so far been inconclusive (Cohen, 1995), \Ve included this variable in our

model in order to avoid possible misspecificarions.

The model \Vas estimated both with reterence to all industries pooled together and tor

each industry separately considered. In the pooled analysis, \Ve added constant fixed effects

through industry dummies. Test'i on the sibTfliticanceof these eftects showed their importance.

1" A major drawback ofthe Poisson model is that the conditional mean IS assllmed to be eqllal to tlle

condltional variance, so that anv cross-sectional heterogeneItv IS ruled out. However. thls restnction 15

normally violated in most economic phenomena, resulting in problems of overdispersion, i.e. the variance

exceeds the mean (conditional on covariates). The negative binomial model provides a generalisation that

permits to solve the problem, by Illtroducing an individual unobserved effect into the conditional mean

(Greene, 1997)

> A potential problem anses \\ hen compallles fIle consolIdated accounts. lndeed, \vhen a holdIng

company fiJes consolidated accollnts, and its sllbsidlaries appear III the database alongslde the parenr

company, dOllble counting of employees occurs. This problem was especially serious for the UK. For thls

country, dummy variables for holding companies and consolidated accounts were therefore introduced to

test the extent 01' the problem 01' dOllble counting of employees and their Intluence was JlIdged mlllimal.
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Thus, the simplest modeI to be estimated has the foIlowing fonn:

INNOV. = a+ {3,Ine. + {3,In( ~e ..)+ {3,In( f,;e,. )+ tr,D.
1-1

= a+ 13 In (CIEE¡\-n~I1)+132In (OH'NEA1P,c )+ fll In (OIHENfP}c )+ ¿tI D,
,:1

(1)

where CIEEMPn is employment offirm n, active in industry i and located in cluster c,

OWNEMP¡c is cluster (e) employment in firm n's own industry i, OTHEMPJc is cluster (e)

employment in all other industriesj, and Di are industry fixed effects.

Five variables are added subsequently to the benchmark specification ofthe model. A

first group of firm-specific variables aims to capture some of the individual heterogeneity that

may be present in the data. The age of the company (AGE) was included to assess whether

older or more recently established firms are better equipped to conduct innovative activities.

As with tinn size, existing empirical evidence on the eftect of age on innovation performance is

somewhat inconclusive. At best, one can argue that the relationship bet\veen company age and

innovation is likely to vary accordingly \vith the characteristics ofthe technoloh"'¡cal environment

and the stage of the industry life cycle (Acs and Audretsch, 1990: Klepper, 1996). A more

robust result emerged in the recent empirical literature is that persistence and cumulativeness

are key features of firms' innovative activities (Geroski el a!., 1997; Malerba, Orsenigo and

Peretto, 1997). Finns that have successfully innovated in the past are thus more Iikely to

innovate again in the future compared to less successful or non-innovative firms. To model this

eftect, \Ve included a dummy variable that is set to one if a firm has previously patented, and

zero if it has not (PA TPREV).



A second set of c1uster-specific variables is also included to capture other effects on

finns' innovative performance. An indicator of employment dispersion (EMPHERF) across

industries within each region was inc1udedin order to measure industry variety in a region. This

measure is simply the Herfindahl index of employment in all two-digit manufacturing sectors

\vithin each region. It should not be neglected, however, that this measure captures in a very

imperfect way the notion of agglomeration or Jacob' s extemalities (Jacobs, 1969). On the one

hand, it rules out any complementarity betvv'eenindustries, assuming that all sectors are equally

close to each other. On the other hand, it is also likely that at the level of industry agblfegation

considered in this study (two-digit), most agglomeration externalities take place within and not

across industries. Similarly, a measure oftechnological variety w;thin each region was included

in the model as the Herfindahl index of patents across 30 technolOb'Yfields (PATIJERF). The

same caveals apply, of course, to this indicator.

Finally, a last variable was included to control tor the innovative size ofeach cluster. A

fiml's probability ofpatenting is likely to be a function ofthe accumulated stock ofknowledge

as well as the leve! of (Iocalised) knowledge spillovers that benefít its innovative activities. In

order to capture this effect \Ve inc1uded in the model the total number of patents produced

within a region in the period 1978-87 (STOCKP).



5. Estimation results

5./ Poo/ed results

Equation ( 1) has been estimate<f 1 using both Poisson and negative binomial regression

models, which are most appropriate to handle count data (Hausman el al., 1984; Crepon and

Duguet, 1997; Greene, 1997). The two methods give qualitatively similar results. In what

follows, \Ve therefore report estimates only for the negative binomial model. Estimates of

equation (1), for all industries pooled together, are reported in Table 2.

IPlace Table 2 approximately herel

As expected, firm-specific variables have a highly sib1flificant explanatory power and

their Sib1fl is strongly robust. Throughout all specifications, the coefficient on finn size

(CIEEMP) is positive and statistically significant, thus indicating that (in our sample) large firms

produce on average a larger number of patented innovations than small and mediwn sized

enterprises.
22

Similarly, the coefticient on the variable PATPREV is positive (\Vell above one)

and statistically sib1flificant in all specifications both for the UK and ltaly, theretore confirming

the highly cwnulative and persistent nature of innovative activities. Finns with a higher stock of

~I AII estimations were obtained using Proe Genmod in SAS 6.12.

22 \Ve carried out estimations ofthe model including firm age Generally speaking, the coefficlent ofthis

\ ariable ISnegative and stattstlcally signiflcant both for !taly and the LX, thus Implytng that (1l1our

sample) relatlvely younger firms have a higher likelihood of tnnovattng than firms establtshed far tn the

past. Moreover, the introductlOn of this variable does not affeet the sign and slgnifieance of all other

variables. However, since the infonnation on age is missing for more than 2,500 finns of the sample for

Ita!y. we present only results wtthout thls variable. Results lllcludingage are available upon request.



knowledge tend to generate a higher number of innovations than firms that have not patented in

the past.

Concerning cluster employment variables, results for the United Kingdom confirm

previous findings by Baptista and Swann (1998). The coefficient of the variable measuring

own sector employment (OWNEMP) is always positive and statistically significant, thereby

suggesting, that firms located in c1usters that are strong in their own industry tend to have a

better innovative pertormance than more isolated firms. In contrast, the eftect of employment

in other industries (OTHEMP) is always negative and significant. A possible interpretation of

this result is that congestion effects are likely to offset any spilIover advantage deriving from the

presence of other industries. n It is interesting to note that this result is fairly robust with

respect to the introduction in the modeI of the accumulated stock of patents (STOCKP).

Indeed, the negative effect of employment in other industries is amplifiecl implying that

congestion eftects are stronger than previously thought. Furthermore, this interpretation seems

to be supported also by the lack of any sih1J1ificantimpact of industrial diversity indicator

(EMPHERF).

Results are somewhat more puzzling and less unequivocaI in the case of Italy. The

coefficient of own-sector employment (OWNEMP) has a positive sign, but is not statisticalIy

significant before the introduction in the model of the stock of patents (STOCKP), and even

"In mterpreting these results. one should also keep in mind that the two-digit level of aggregatlOn used

here ís probably inadequate to draw concIusions on cross-sectoral effects. As a matter of fact. it IS ltkely

that the presence of certain industries should advantage innovative actívities, whereas the presence of

others only leads to congestion (Baptista and Swann, 1998).



· .
then becomes negative. Once we control for these effects, the coefficient on this variable turns

negative and statistically significant. Similarly, no congestion effects arising from the presence

of other industries (OTIIEMP) are observed for ltaly prior to the introduction in the model of

the stock of patents. However, after controlling for the technological size of each cluster, the

coefticient on this variable becomes negative and its mat,Jt1itudeincreases, theretore supporting

the hypothesis that negative effects are likely to offset any positive spillover deriving from the

presence of other industries v,,;thina cluster. These results are apparentIy in contrast \v;th that

found for the UK and with previous findings by Baptista and Swann (1998), who found

moderately large positive eftect of own sector employment on the probability of a firm to

innovate. On the one hand one could argue that in ltaly the Iocation of innovative activities

follows less closely production activities than in the case of the UK. On the other hand the

fact that the sit,Jt1sof both employment variables change after controlling for the stock of

patents points out the importance of the accumulated stock 01'knowledge \\ ithin a cluster and

suggests that the specification adopted is probably not adequate to capture this eftect

especially in ltaly.

In order to investigate further the effect arising from the location in a cluster of a large

set of innovative finns, \Ve estimated a more complex model distinguishing between cluster

employment of innovative companies and cluster employment of non-innovative companies in

a firm's 0\\11industry and in other industries. Results are reported in Table 3c,,¡, and show that

in both countries cluster employment ofinnovative firms in a firm's own industry (OWNINN)

24 Once again, the results for the Poisson and negative binomial regressions are very similar and only the

latter are presented here. They are however available upon request.



affects in a positive and statistically significant way finns' innovative perfonnance, while a

negative and statistically significant effect is associated with a strong presence of non-

innovative finns (OWNNOINN). This result is fairIy robust throughout all the specifications,

particularly in the case of ltaly, suggesting that intra-sectoral positive extemalities are Iikely to

flow locally only from innovative finns, whereas the presence in a cluster 01' non-innovative

finns is associated with negative (congestion) effects. In other words, the benefits from

cJustering with other firms in the sarne industry are not generic, instead they arise only in

c1usters that are already densely populated by innovative finns and have a large accumulated

stock of knowledge. The lack of evidence of any si!:,rnificantimpact of own-sector employment

(OWNEMP) in the case of lta!y can thus be interpreted as a consequence of a

misspecification problem in the basic model. Imposing the restriction that the coefficients of

OWNINN matches that ofOWNNOINN in the case ofItaly is clearly wrong.

[place Table 3 appl'Oximately he.oel

Conceming employment in other industries, results sho\Vinstead a persistent difference

benveen the two countries examined here. In the case ofthe UK, while !:,1feateremployment in

innovative firms in other industries positively affects finns' innovative activities, a negative

impact is associated with the location in a cluster of non-innovative companies in other

industries. Moreover, once we control for the technological size of each cluster, both

coetncients on other industries employment are negarive and staristically significant. This resuIt

thus reinforces previous evidence on the existence of rather strong congestion effects arising

from the co-Iocation of a diversity 01' industries within a cluster. In contrast, in the case 01' Italy,

any negative impact deri\'ing from the co-Iocation in a cluster of other industries seems to



derive in this case from the presence of other innovative companies (OTHINN), whereas the

presence of other non-innovative companies (OTHNOINN) apparently encourages firms'

innovative activities. Even though the current set up of model does not allow to draw any

definitive conclusion, we hazard the following interpretation for this resulto In ltaly, what is

really important for firms' innovative activities is to be co-Iocated with finns in 'related' and

'complementa!)" other industries, no matter whether they are highly innovative or not. In other

words, it is possible that localised networks and users-producers interaction are much more

important engines of innovation in the case of ltaly than for the UK. A natural extension of this

research is therefore to test this hypothesis.

Further important differences between the two countries considered here are found in

the coefficients of the sectoral fixed effects. In the case of the UK, the probability of finns'

patenting is significantly higher in chemicals, instruments and motor vehicles. In the case of

ltaly, a positive and statistically sib1Jlificantcoefficient can be observed for a larger number of

sectors, i.e. chemicals, plastics, mechanical enhTÍneering,electrical engineering, and instruments.

In the next section, ,ve present reh'Tessionesrimates tar each industrial sector.

5.2 Resulls by induslIJ'

The sib1Jlificanceof the sectoral dummy variables suggests to separate the sample by

industry. Table 4 reports results of negarive binomial regression25 analysis. For the sake 01'

simplicity, results have been swnmarised indicating the sib1Jland significance of each relevant

coefficient.

25 [bid. 2~



[Place Table 4 approximately he.oeJ

Once again, a consistent result throughout the analysis is the strong significance of firm-

specitic variables. 80th company employment (CIEEMP) and previous innovative

performance (PATPREV) have a positive and statistically si!:,1Jlificantcoefficient in most sectors

considered here. This supports the idea that an important explanatory factor of firms' current

innovative performance is the ex1entto which firms persistently innovate and grow in size.

Conceming the impact of c1uster-specific variables, our results show that for most

sectors, firms' innovative activities are facilitated by the co-Iocation of other innovative

companies (OWNINN) in a finn's own industry, while a strong presence of non-innovative

finns (OWNOINN) hinders finns' innovative performance, especially in the case of Italy. In

contrast, a strong presence of firms in other industries (OTHEMP) seems to negatively affect

firms' innovative performance, in several sectors. Our industry results point out in any case

some important differences between the t\\O countries. Generally speaking, negative eftects

associated v,ith a strong presence of non-innovative companies in a tinn's own industry are

higher for ltaly than for the UK, whereas congestion effects arising from the co-Iocation of a

diversity of industries seems to be more relevant for the UK than for ltaly. FinalIy, results

confinn that tinns located in c1usters with a large accumulated stock of knowledge

(STOCKP), are also more likely to innovate than firms located elsewhere.

6. Conclusions

The central question of this paper \vas whether location in a strong industrial cluster

realh· facilitates finns' innovative activities.The main result emerging from a finn-Ievel analysis

of patent counts tor Italy and the UK is that c1ustering per se is not a sufficient condition to



explain a finn's innovative perfonnance. Whereas location in a cluster densely populated by

innovative companies in a finn's own industIy positively affects the !ikelihood of innovating,

quite strong disadvantages arise fTomthe presence of non-innovative finns in a finn 's own

industry. lnnovative persistence at the finn-Ieve! and the accumulated stock of knowledge

within a cluster are addirional explanatory forces of innovative pertonnance to simple

c1ustering. We interpret these results as evidence that positive knowledge externalities are

likely to flO\v locally only fTom innovarive companies. In addition, clusters having a higher

number of innovative companies and a larger stock of knowledge accumulated in the past are

more likely to have a better innovative perfonnance, irrespective of their overal! share of

employment in an industry. While these results are sufficiently similar for the two countries

examined here, some important differences emerge with respect to the role played by

employment in other industries. V\'hile in the case of the UK, results show the existence 01'

strong congestion etfects associated \vith the location in a cluster of diversitled industries, no

sllch evidence is tOllnd for Italy. The hypothesis left for futllre research is that, in the case of

Italy, localised networks of "related- and 'complementary" industries are more important

engines of innovation than in the UK.
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·.
Table 1 - Number of patents by firm, United Kingdom and Italy

Uníted Kíngdom ltaly
Palents per No.offinns Proportíon Patenlsper No.offirms Proportíon

.firm (%) finn (%)

O 22781 95.430 O 35108 93.065
1 556 2.329 1 1524 4.040
2 199 0.834 2 407 1.079
3 87 0.364 3 193 0.512
4 52 0.218 4 107 0.284
5 46 0.193 5 70 0.186
6 24 0.101 6 53 0140
7 21 0.088 7 47 0.125
8 8 0.034 8 22 0.058
9 8 0.034 9 19 0.050

10-]9 40 0.]68 10-19 87 0.23]
20-29 14 0.059 20-29 31 0.082
30-39 9 0.038 30-39 16 0.042
40-49 3 0.013 40-49 8 0.021
50-99 14 0.059 50-99 18 0.048

100-499 7 0.029 100-499 13 0.034
500-1035 3 0.013 500-967 1 0.003



••"
Table 2 - Impact of clustering on firms' innovative activities

(negative binomial regression, pooled analysis)

United Kingdom ltaly

Parameter [1] [2] [1] [2]
INTERCEPT -6.2698 *** -2.4889 *** -7.8497 *** -4.6231 ***
In(CIEEMP) 0.7%5 *** 0.7596 *** 0.8724 *** 0.8631 ***
In(OWNEMP) 0.1175 *** 0.1453 *** 0.0081 -0.0687 ***
In(OTI-IEMP) -0.0%5 *** -0.6197 *** 0.1S45 *** -0.1821 ***
PATPREV 3.0928 *** 3.0867 *** 1.8894 *** 1.8751 ***
PATI-IERF -3.6298 *** 0.6664 -0.5158 *** -0.0242
EMPHERF 0.7001 -0.0919 2.5190 *** 1.8194 ***
In(STOCKP) 0.3482 *** 0.2776 ***
DTextile -1.0345 *** -0.9772 *** -1.3219 *** -1.2172 ***
DTimber -1.l129*** -1.2459 *** -0.4184 ** -0.4339 **
DPaper -1.2751 *** -1.4895 *** -0.1805 -0.2044
DPrint -1.2724 *** -1.2846 ***
DChemical 1.0555 *** 0.8378 *** 0.8749 *** 0.9183 ***
DPlastic -0.9300 *** -1.1312 *** 0.4032 *** 0.4260 ***
DNon-metaIlic -1.4356 *** -1.4729 *** -0.7804 *** -0.7072 ***
DMetalManuf -0.9313 *** -1.0343 *** -1.1290 *** -1.1143 ***
DMetalGoods -0.6154 *** -0.7406 *** 0.1458 * 0.2336 ***
DMechanical -0.6341 *** -0.7918 *** 1.0430 *** 1.1030 ***
DOffice -0.%39 *** -0.9983 *** 0.4782 *** 0.3943 ***
DTeleco 0.6706 *** 0.6863 ***
DElectrical -0.1591 -0.4451 *** 1.3257 *** 1.3535 ***
DInstruments 0.7811 *** 0.5875 *** 0.8006 *** 0.7675 ***
DVehicIes 0.4809 *** 0.3989 *** 0.0152 0.0428
DOtherTransports -0.1099 -0.3351 ** -0.7414 *** -0.7288 ***

(J. 0.000170 0.000158 0.000553 0.000488

Observations used 23872 23872 37724 37724
Log-Likelihood -11585 -11315 -20992 -20861
DeviancelDF 0.9717 0.9491 1.1136 1.1067
Pearson X2IDF 5.2202 4.9250 3.2769 3.2185

Notes: *, ** and *** indicate, respectively, significance at the 10%,5% and 1% levels.
For the UK, dummy variables for company status and the type of accounts it files are also included,
but not shown here.
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